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Synchronized formation rotations are a common maneuver for planned precision forma-
tions. In such a rotation, attitudes remain synchronized with relative positions, as if the
spacecraft were embedded in a virtual rigid body. Further, since synchronized rotations
are needed for science data collection, this maneuver requires the highest precision control
of formation positions and attitudes. A recently completed, major technology milestone for
the Terrestrial Planet Finder Interferometer is the high-fidelity, ground demonstration of
precision synchronized formation rotations. These demonstrations were performed in the
Formation Control Testbed (FCT), which is a flight-like, multi-robot formation testbed.
The FCT is briefly introduced, and then the synchronized rotation demonstration results
are presented. An initial error budget consisting of formation simulations is used to show
the connection between ground performance and TPF-I flight performance.

I. Introduction

I
n 1967 the Kosmos 186 and 188 spacecraft autonomously rendezvoused,a thereby becoming the first au-
tonomous distributed spacecraft.2 Then in 1969 data from US, Soviet, and European Space Research

Organization satellites were correlated to study how large solar flares interacted with the Earth’s magneto-
sphere and ionosphere, in turn becoming the first distributed spaceborne sensor.3 Today, multiple spacecraft
formation flying is a critical technology for planned and future missions of NASA,4–7 ESA8, 9 and other
national space and defense agencies.10–12

Distributed spacecraft missions require varying levels of inter-spacecraft coupling. We define a formation
as a group of independent spacecraft with a subset of dynamic states coupled by automatic feedback control
such that a direct or indirect coupling exists between any pair of spacecraft. In a formation, if the state of
any spacecraft changes unexpectedly, then at least one other spacecraft reacts.

The technology road map for the formation-flying Terrestrial Planet Finder Interferometer (TPF-I),13

a multi-spacecraft interferometer for direct exoplanet detection and characterization, identifies several key
milestones. In particular, the Formation Control Testbed (FCT) will demonstrate at the system-level an
autonomous synchronized formation rotation through 90 deg. with a portion of the rotation having relative
position control of ≤ 5.0 cm RMS and attitude control of ≤ 6.7 arcmin RMS. These requirements were
derived from system-level error budgets that account for the increased terrestrial disturbance environment.
In addition, to demonstrate the flexibility of onboard path-planning, two synchronized rotation profiles are
to be demonstrated. Finally, for each profie, these performance requirements must be met three times with
at least two days between each demonstration. This temporal requirement ensures that the technology
capability developed is robust and repeatable.

The primary contribution of this paper is to report the completion of these demonstration rotations,
as confirmed by a NASA independent review board, and describe the experimental results. The following
section overviews the FCT. Then the synchronized formation rotation maneuver is summarized as well as
the onboard formation guidance algorithm for generating spacecraft trajectories. The formation control
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aThe IGLA relative sensor used for this rendezvous appears to have supported only “straight-in” maneuvering.1 That is, the

spacecraft would be maneuvered to face one another, and the chaser would fly straight at the target feeding back line-of-sight
variation. From a general formation flying perspective, it is not clear at what distance the automatic system was engaged, and
it does not appear that maneuvers such as circumnavigation (cf. the KURS relative sensor flown today2) were possible.
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architecture is also discussed. Next, the experimental results for the formation rotations are given and an
initial error budget tieing ground performance to flight performance. Finally, we summarize and present
some future directions.

II. The Formation Control Testbed

The Formation Control Testbed (FCT) is a multi-robot, flight-like, system-level testbed for ground val-
idation of formation GNC architectures and algorithms, including autonomous rendezvous and formation
infrastructure technologies such as communication protocols and formation sensors.14, 15 The FCT currently
consists of two robots with flight-like hardware and dynamics, a precision flat floor that the robots operate
on, ceiling-mounted artificial stars for attitude sensing and navigation, and a “ground control” room for
remotely commanding the robots and receiving telemetry. A third robot is planned. The robots and part of
the flat floor are shown in Figure 1. The FCT was designed and built in cooperation with industry partners
Guidance Dynamics Corporation, Di-Tec International, and Applied Control Environments, Inc.

A detailed view of a robot with specific hardware identified is given in Figure 2. Each robot has a lower

Figure 1. Formation Control Testbed Operations Area with Two Robots.
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Figure 2. Major Components of an FCT Robot.
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translational stage (TS) and an upper attitude stage (AS). The AS is the spacecraft emulator, and it is
completely disconnected from the TS. The attitude stages are shown tilted in Figure 1. Each AS houses
avionics, spacecraft actuators, sensors, inter-robot and ground-to-robot communication antennas, and the
spacecraft processors. With reference to Figure 2, the TS provides both translational and rotational degrees
of freedom to the attitude stage by means of (i) linear air bearings that float an entire robot on a cushion
of air a few thousandths of an inch thick, and (ii) a spherical air bearing in which a spherical surface on the
bottom of the AS floats on a cushion of air generated in a pressurized cup at the top of the TS. Telescoping
vertical stages with tens-of-centimeters of travel are being installed to provide the translational degree of
freedom normal to the flat floor. See Figure 3.

Figure 3. Vertical Stage Installation.

The FCT is housed in the former Celestarium at JPL, which has a
12.2 m-diameter floor space and a 7.6 m high, dome-like ceiling. The
7.3 m x 8.5 m flat floor of the FCT consists of fourteen, 1.2 m x 3.7 m
metal panels. Each panel is ground to a smoothness of a few thousandths
of an inch and mounted on a support structure that has coarse and
vernier leveling screws. Periodic laser surveys of the floor are used to
level the floor panels and ensure acceptable step sizes between panels.

Each robot has an onboard PPC750 single board computer for the
Formation and Attitude Control System (FACS) software.16 All attitude
and formation algorithms are run onboard; only commands are up-linked
to the robots. The FACS is encapsulated by a Software Executive (SE)
that provides a flight-like environment for execution and is designed to
support a wide variety of control architectures and algorithms. The SE
also provides command and telemetry handling, device-level communi-
cation, inter-spacecraft communication, inter-vehicle clock-offset estima-
tion, control cycle synchronization, and scheduling within the real-time
VxWorks operating system.17 The actuators on each robot consist of
sixteen thrusters with 0.5 − 22 N thrust range arranged symmetrically
in clusters of four and three reaction wheel assemblies (RWAs). The thrusters have a minimum on-time of
6 ms and a specific impulse of 55 s. Each RWA is capable of delivering 0.2 Nm and storing 1.4 Nms.

Each robot has typical, single-spacecraft attitude sensors and avionics. The attitude sensors consist of
three, orthogonally-mounted KVH DSP-3000 fiber optic gyros and a pseudo-star tracker. The star tracker
measures the directions to strobed, infra-red beacons that are mounted on the ceiling of the FCT and function
as artificial stars. Since the stars are in the near-field, both position and attitude with respect to the star
frame can be determined. The quaternion and position measurements are separated in the avionics and fed
to the flight computer as the output of a star tracker and a GPS-like position sensor. The per axis standard
deviations of the star tracker attitude and position measurements are arc minute- and subcentimeter-level,
respectively. The star tracker and gyro measurements are combined in a Kalman-based attitude estimator,
which accounts for the Earth’s rate of rotation.

Figure 4. The Optical Pointing Loop.

For a formation to couple translational degrees-of-freedom,
spacecraft must estimate relative positions. Relative position
knowledge can be obtained from direct relative measurements
or by differencing positions with respect to a common reference
point. Communicating and differencing GPS-derived positions
is an example of the latter.18 The FCT currently uses the
this approach. The SEs on each robot read the pseudo-GPS
measurement from the avionics and broadcast it. The SEs
then difference their local measurements with the broadcast
measurements and pass this relative measurement to the FACS.
This SE interface emulates omni-directional sensors for deep
space formations, such as the Formation Acquisition Sensor.19

The direct relative sensor being developed for the FCT is shown in Figure 4 and is called the Optical
Pointing Loop (OPL). Conceptually, a laser diode, fast steering mirror (FSM), and position sensing device
on one robot are used to keep the laser diode beam centered on a corner cube mounted on another robot.
The relative bearing is given by the angular position of the FSM. A co-sighted SICK DML40-1111 laser
range finder provides range.
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III. Formation Rotation Guidance and Control

Having reviewed the FCT, now the specific maneuver being demonstrated is discussed, including the
onboard algorithm that generates the formation trajectories that the robots follow in real-time and the
feedback control loops used to do so.

III.A. Formation Control Architecture

For small-to-medium formations, the Leader/Follower (L/F) formation architecture is effective.20 In L/F,
the control couplings among spacecraft in a formation are hierarchical. Each follower spacecraft, which
can also be a leader for another, controls with respect to a subset of other vehicles. This subset typically
contains only one craft. Necessarily, there is at least one spacecraft that follows no one. The hierarchical
structure leads to straightforward stability conditions based on the stability of a follower’s tracking law. For
the current two robots of the FCT, an L/F architecture is implemented in the FACS. The Follower controls
its position relative to the Leader, and the Leader applies feedforward forces.

III.B. Formation Drift Controller

Formation control is concerned with relative positions. An additional, outer control loop is needed for the
inertial position of a formation. For example, for a formation in LEO, the formation control loop would
maintain, say, a tetrahedral configuration, while an outer orbit control loop maintains the overall orbit of the
formation. This outer loop in the FCT is called the Formation Drift Controller (FDC). It is a low-authority
controller that maintains the geometric center of the formation at a specified point within the FCT. To
prevent interference with the formation control loops, a single robot collects inertial position data, determines
a translational impulse to apply to the formation, and broadcasts this impulse to all formation members.
Then the robots execute the impulse simultaneously. Since the same impulse is applied simultaneously by
all formation members, the relative position dynamics, that is, the formation dynamics, are not affected.

III.C. Specification of Synchronized Rotation

Figure 5. TPF-I Linear Array.

Figure 6. Example of Polygonal Approxima-
tions in Formation Rotation of TPF-I Linear
Array. Arrows indicate thruster firing windows.
“Coll” stands for collector spacecraft.

The design of TPF-I has evolved through various planar con-
figurations to the current tetrahedral configuration. In each
design, however, the formation must rotate as a virtual rigid
body about an axis perpendicular to the plane defined by the
collecting spacecraft, which are referred to as collectors. Col-
lectors direct light to a combiner spacecraft. The location of
the rotation axis with respect to the collector-plane is free and
is generally chosen based on a metric of optimality.21 In ear-
lier TPF-I designs, thruster quiescent windows were necessary
for data collection: thruster-induced vibrations would disrupt
subnanometer optical tracking loops in the payload. Due to
this quiescence constraint, the spacecraft travel on polygonal
approximations to circles during a formation rotation. Then
periodic thruster firings direct the spacecraft onto the next side
of the polygon. Also, even if throttleable thrusters, such as ion
thrusters, are used, the finite duration of the digital control
cycle results in spacecraft traveling on a polygon as well. In
this case, of course, the polygonal approximation is much finer.
For either type of thruster, the polygonal approximation may
be characterized by the angular chord width θ. See Figures 5
and 6.

Five parameters specify a formation rotation: angular chord
width θ, rotation axis λ, rotation rate ω, rotation angle φ,
and vehicle separation b (for baseline). The values of these
parameters for FCT demonstrations are derived from the TPF-I Technology Road Map, testbed requirements
levied during the FCT development reviews, and system-level error budgets. The FCT rotation requirements
are given in Table 1.
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Table 1. FCT Rotation Requirements.

Parameter Value Note

θ 20, 40 deg. To show flexibility

λ [ 0 0 1 ] FCT currently 5DOF

ω 5 arcmin/s 10x flight rate

φ 90 deg. Per Tech. Road Map

b 3.4 m From error budgets

An example maneuver with θ = 40 deg. is shown in
Figure 7. There is a transient spin-up regime and a per-
formance regime. The performance regime consists of one
chord plus a quarter chord on either side. The perfor-
mance regime shows that the formation can transition
onto and off of chords while maintaining performance.
Additionally, the white thruster clusters on each robot,
which lie on the initial inter-robot vector, must remain
pointed at the other robot. That is, the robots translate
and rotate in synchrony.

III.D. Synchronized Rotation Guidance Algorithm

To show a system-level capability, the FCT robots must be commanded and operated as a formation. In
particular, a single high-level command initiates autonomous, onboard path-planning and execution of a
formation rotation. Except for the baseline b, this command specifies the parameters of Table 1. The
baseline for a formation rotation is the current stored baseline value. The baseline value is updated by
commanding a formation reconfiguration, which moves spacecraft from one static configuration to another
along collision-free trajectories.22 An example command for a synchronized rotation is

facs cmd GUID FORM SYNCH ROT time {450} Rotation {0.0,0.0,-2.0944} Duration {1440} LinArcLen {0.6982}

Figure 7. Schematic of formation rotation in the FCT
with parameters of Table 1.

Figure 8. Schematic of formation rotation trajectory
used by FACS guidance algorithm.

A TCL-based interpreter in the SEs processes this
command: facs cmd is a keyword for this interpreter,
GUID FORM SYNCH ROT is a keyword for the sub-interpreter
within the guidance software module, time specifies the
rotation start time, Rotation is φ ·λ; LinArcLen is θ, and
Duration is φ/ω.

The guidance architecture is hybrid. Specifically, the
Leader calculates all translational commands and relays
them to the Follower(s) each time step. Attitude com-
mands, however, are calculated by each spacecraft based
on high-level parameters that are also sent by the Leader
each time step. This architecture was initially chosen to
provide deterministic communication requirements.

Figure 8 shows a schematic of the translational trajec-
tory generated by the guidance algorithm. This schematic
is for a single spacecraft relative to the point of forma-
tion rotation. The rotation point is chosen to minimize
the integral of the energy expended during the formation
rotation. For the FCT, both robots apply feedforward
accelerations to rotate about the geometric center of the
formation. The example schematic shows four, 40 deg
chords. The translational rotation trajectory consists of
(i) initial and final tangential acceleration stages, shown
in green, to start and stop the formation, (ii) constant
speed, coast portions along chords, shown in black, and
(iii) constant speed, rounded corners, shown in blue that
are effected by constant normal acceleration. The acceler-
ation stages, both tangential in green and normal in blue,
use the maximum translational acceleration for path plan-
ning, which is a parameter specified within the guidance
software. For these demonstrations it is 3 mm/s2. The
chord coasting speed and the unique turn radius r are
solved for given this maximum acceleration, the angular
chord width, the inter-robot separation b, and the maneu-
ver time T. The resulting relative speed is approximately

5 of 16

American Institute of Aeronautics and Astronautics



−0.606 −0.604 −0.602 −0.6 −0.598 −0.596 −0.594 −0.592 −0.59 −0.588

−3.454

−3.452

−3.45

−3.448

−3.446

−3.444

−3.442

−3.44

X Axis Room Frame, m

Y
 A

xi
s 

R
oo

m
 F

ra
m

e,
 m

Commanded Path
Command at Discrete Timestep

Figure 9. Formation Guidance Relative Position Com-
mand at Start of Synchronized Rotation.
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Figure 10. Formation Guidance Relative Position Com-
mand at Chord Transition of Synchronized Rotation.

5 mm/s for both 20 and 40 deg angular chord widths. Figures 9 and 10 show example commands for the
FCT robots at the start and at the first chord transition. The tangential acceleration phase can be seen in
Figure 9, during which the distance between subsequent positions grows. The rounded corner can be seen
in Figure 10. For scale, the arc length of rounded corner (the blue portions in Figure 8) is 3 mm.

The synchronized rotation attitude commands are derived from two pointing constraints. The second
constraint depends on the relative position command. First, a primary body vector is aligned with a primary
inertial vector, such as a telescope boresight with the direction to the target star. Then, a secondary body
vector is aligned as much as possible with the direction to a specified neighboring spacecraft. When primary
and secondary vectors are orthogonal, as is the case for TPF-I and FCT, and when there are only two
vehicles as currently in the FCT, the attitude command aligns body-fixed vectors on both robots with the
commanded inter-robot vector. Note that since the robots travel on chords, the angular velocity needed
to keep a body-fixed vector aligned with the inter-robot vector is not constant. The formation guidance
accounts for this variation.

IV. FCT Demonstrations

For each demonstration, the robots are maneuvered independently to starting positions and shut-down.
Then the robots are re-started and go through their single-spacecraft check-out modes. During these check-
outs, a command script is sent to each robot. Each command includes its activation time. After these
check-outs, each robot has established inertial attitude control and independent, inertial position control
using their gyros and star trackers. The command for formation initialization then activates. During
formation initialization, independent, inertial translational control loops are disabled, the robots establish
communication, synchronize control cycles, and point specified body vectors at one another. At the end of
formation initialization, the robots automatically reconfigure to their current configuration which activates
the formation control loop. Then the command for formation rotation activates. Beginning at the end of
formation initialization, the relative position is fed back for formation control.

For all demonstrations, the gold Robot 1 (R1) is the Leader, and the blue Robot 2 (R2) is the Follower.
The next series of figures shows data from one of the six synchronized rotation demonstrations for which the
angular chord width θ is 20 deg. Figure 11 shows an example of the inertial motion of two robots during a 100
deg formation rotation. While only 90 degrees are required, an integer number of chords is commanded that
results in a rotation greater than or equal to 90 deg. The motion of the geometric center of the formation
shows that the formation as a whole drifts due to floor slope and that the FDC keeps the formation relatively
stationary. The initial motion of R2 counter to the rotation direction is due to a decaying transient from the
automatic reconfiguration. The chords that the robots move on are not apparent in Figure 11. To see the
chords, relative motion must be considered. Figure 12 shows the motion of the R2 relative to R1 derived
from the inertial motion of Figure 11. Both the estimated relative position and the commanded relative
position are shown. Now the five, 20 deg chords are apparent. Recall that the performance regime consists
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Figure 11. Inertial Motion of an Synchronized Rotation
Demonstration.
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Figure 12. Relative Motion of Demonstration Corre-
sponding to Figure 11.

of one full chord plus the bordering quarter-chords. Since there are five chords, there are three possible
performance regimes. When multiple performance regimes satisfy the performance requirements, the regime
with the best performance is selected. However, for an angular chord width of 40 deg, there are only three
chords, and hence only one possible performance regime.

Figure 13 shows the formation tracking error per axis during the performance regime of Figure 12, which
consists primarily of the fourth chord. The tracking error is essentially ±5 cm. The performance requirement
is that the RMS per axis be less than or equal to 5 cm. Also shown in Figure 13 are dashed lines indicating
the RMS values for each axis and the RMS requirement. Since the blue and green dashed lines fall within
the cyan dashed line, the performance requirement is met. Finally, Figure 13 also includes dashed, black
vertical lines to indicate inter-robot communication interruptions. The times of these drops are included
in subsequent telemetry. Due to the hybrid guidance architecture, when communication is interrupted, the
Follower must assume a formation command. For simplicity, the Follower currently copies that last valid
command. Figure 14 shows the worst communication interruption that occurred during the demonstrations.
On average, one timestep of communication was interrupted every 60 s. Despite interruptions, performance
is maintained by the formation control loop.

Considering attitudes, Figure 15 shows select inertial positions from Figure 11, the instantaneous relative
position vector, and the instantaneous attitude of each robot. The attitude is shown by rotating a fixed
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Figure 13. Formation Tracking Error During Perfor-
mance Regime of Figure 12. Also included are the scalar
RMS values for each axis indicated by dashed horizontal
lines, the RMS requirement, and the times of communi-
cation interruptions.
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Figure 15. Planar Attitudes of Robots for Select Inertial
Positions from Figure 11.
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Figure 16. Planar Attitudes of Robots as a Function of
Relative Position for the Inertial Positions of Figure 15.

body-vector into the inertial frame via the attitude command recorded in telemetry. With reference to Figure
7, the body vector for each robot is the vector from the center of a robot to its white thruster cluster. Hence
Figure 15 shows that the robots are synchronizing their attitudes with their relative position. To see the
attitude synchronization as the robots move along chords, Figure 16 shows the attitudes as a function of
relative position.

Similar to the translational discussion, Figures 17 and 18 show the Leader’s and Followers attitude errors
versus time. The attitude errors in each axis are the angles that a robot must rotate about each respective
body axis to reach the commanded attitude. RMS values and the RMS requirement of 6.7 arcmin are
also shown in these figures. Again, only horizontal dashed lines should be compared for evaluating the
performance. For example, even though the X- and Y-axis errors in Figure 18 often exceed the 6.7 arcmin
RMS requirement lines (the cyan dashed line), the Follower meets its performance requirement: the blue
and green dashed lines fall within the dashed cyan lines. The black, vertical dashed lines again indicate
interruptions to inter-robot communication. Since packet drops do not affect the Leader, packet drops are
not shown in Figure 17.

The Follower’s attitude error is larger because of residual thruster misalignments. The thruster calibration
accuracy is limited by ±30 deg tip/tilt limit of the spherical air bearings on the FCT robots. This angular
limit in turn constrains the duration of calibration data that can be collected. Since the Follower thrusts
more to control relative position, the residual misalignments induce larger disturbance torques. With further
calibration, the Follower’s attitude performance should approach the Leader’s performance of essentially
±7 arcmin.
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Figure 17. Leader Attitude Error During Performance
Regime of Figure 12.
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Figure 18. Follower Attitude Error During Performance
Regime of Figure 12.
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Table 2 summarizes the six synchronized rotation demonstrations that were performed. All performance
criteria were met. The attitude and formation performance shown in Figures 13, 17, and 18 are for Demon-
stration 3. The attitude and formation performance for the five other cases are shown in Appendix A. Some
trends are apparent. First, relative translation errors are generally within ±5 cm with occasional departures
to 8− 10 cm. The worst departure was to 13 cm. These departures result from the robots encountering new
differential floor slopes, particularly when crossing the seams between panels of the flat floor. Construc-
tion, including drilling into bedrock, was occurring adjacent to the FCT during these demonstrations. This
drilling caused day-to-day floor variations that generally increased disturbance levels. During θ = 20 deg
performance regimes, each robot would cross one or two floor seams, and for θ = 40 deg, each would cross two
or three floor seams. These crossings were largely in the y-direction. Therefore, the formation encounters
the least disturbance for θ = 20 deg and along the x-axis. This category had the best performance of better
than 1.5 cm RMS.

Whereas the worst formation performance during these demonstrations was 4.6 cm RMS, the limiting
factor for formation performance was the attitude performance requirement. As the non-DC “gain” of the
formation control law was increased, the Follower’s attitude performance would degrade due to increased
disturbance torques resulting from residual thruster misalignments. The control design trade-off was then
to maximize the integrator gain for formation control while maintaining a modest non-DC gain to meet
the attitude performance requirement. Integrator rate and magnitude saturations were necessary. The
lightly-damped oscillations that can be seen in the θ = 40 deg formation error data in Appendix A are
due to reducing the integrator rate limit to obtain a shorter integrator response time. Since the attitude
requirement limited the performance of the formation control system and construction increased disturbance
levels, the majority of performance numbers in Table 2 do not reflect the ultimately achievable performance
of the FCT. In particular, the x-axis formation control performances of < 1.5 cm RMS are approaching the
limit expected due to sensor noise.

Table 2. Summary of FCT Synchronized Formation Rotation Demonstrations.
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V. Error Budget for Estimating Flight Performance

The purpose of the preliminary formation error budget is to show a link from the FCT demonstrations at
the several centimeter- and several arcminute-level to TPF-I flight requirements at the sub-centimeter and
sub-arcminute-level. The approach taken is to identify the key control system parameters, develop a control
system simulation environment as a function of these key parameters, show that the simulation environment
can qualitatively and quantitatively reproduce the FCT demonstrations for parameter values corresponding
to the FCT, and finally, change the parameters to flight values and show the TPF-I flight requirements are
satisfied. The exact same control laws are used in both the FCT and TPF-I simulations. Therefore, a link is
shown between FCT performance and TPF-I performance by simply varying the key parameters from FCT
values to TPF-I values. The key parameters identified for this preliminary error budget are:

• Mass • Inertia • Relative Estimate Variance

• Attitude Estimate Variance • Thruster Magnitude • Thruster Minimum On-Time

• Thruster Misalignment • Vehicle Separation • Formation Rotation Rate

• Angular Chord Width • Disturbance Magnitude

A simulation environment was developed by extending previous work on TPF-I performance analysis.16

The extended environment includes:

• Rigid body dynamics,

• Sensor models that add Gaussian noise of the appropriate standard deviations,

• Guidance trajectories from the FCT software,

• Control laws identical to the FCT demonstration control laws,

• The thruster geometry of the FCT, which is representative of a TPF-I flight design,

• A thrust allocation algorithm that converts forces and torques into thruster on-times,

• Actuator models that include minimum thruster on-time and directional misalignments,

• Disturbance models that either emulate floor slope variations or differential solar pressure.

For this analysis, the thruster performance is assumed to not degrade over the duration of a simulation.
One advantage of ion thrusters, which are part of the current baseline design,23 is that force level can be
maintained even with thruster degradation.24 The cost is reduced fuel efficiency on the order of 10-20%,
which affects resource budgets but not formation performance. In addition, thruster plumes are assumed to
not interact with the spacecraft. Thruster plume interactions have been shown to be negligible due to careful
design of thrust directions (e.g., out of the collector plane) and the use of ion thrusters, which have 10-15 deg.
divergence angles.23 In the current environment, communication is error free. The FCT disturbance model
consists of differential floor slopes to apply in 20 s intervals during a simulation. Since the levelness of the flat
floor varies by up to 0.0004 in., differential floor slope varies between ±0.0008 in. An optimization algorithm
fits the differential floor slope magnitude to the observed formation flying errors of an FCT demonstration
within this range. All simulations use the same seed for generating sensor noise.

Figures 19-24 show the translational and rotational performance from Demonstration 3 and the output
of the FCT simulation error budget. The relative position error agreement is excellent. While the attitude
errors agree in magnitude, the simulated errors have higher frequency content. Agreement can be improved in
future analyses by including the center-of-mass offset of the FCT attitude stage and reducing attitude sensor
noise in the simulation. However, the thruster direction misalignment captures the magnitude difference in
the attitude tracking errors of the Leader and Follower.

To show that the FCT simulation environment captures the relevant parameters across FCT demon-
strations, the simulation environment was also applied to Demonstration 5. Figures 25 and 26 show the
agreement of the relative position error after fitting the disturbance. The attitude errors are similar to the
previous cases.

Having shown the simulation error budget reproduces both the qualitative and quantitative behavior of
the FCT demonstrations, it is was then applied to TPF-I. In the simulation environment, the parameters of
Table 5 were switched from FCT to TPF-I values. Figure 27 shows the relative position trajectory followed in
the TPF-I simulation. Then Figures 28-30 show the resulting simulated performance of the TPF-I formation
control system. In all cases, TPF-I flight requirements are met with margin.
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Figure 19. Comparison of Error Budget Simulation with
X Axis Formation Error from Demonstration 3.
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Figure 20. Comparison of Error Budget Simulation with
Y Axis Formation Error from Demonstration 3.
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Figure 21. Leader Attitude Error for Demonstration 3
(reproduction of Figure 17).
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Figure 22. Error Budget Simulation of Leader Attitude
Error for Demonstration 3.
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Figure 23. Leader Attitude Error for Demonstration 3
(reproduction of Figure 18).
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Figure 24. Error Budget Simulation of Follower Attitude
Error for Demonstration 3.
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Figure 25. Comparison of Error Budget Simulation with
X Axis Formation Error from Demonstration 5.
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Figure 26. Comparison of Error Budget Simulation with
Y Axis Formation Error from Demonstration 5.
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Figure 27. Relative Position Trajectory for TPF-I Error
Budget Simulation. Note 80 m separation. This trajec-
tory has six 0.5 deg chords. The grey dashed lines indicate
the chord boundaries.
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Figure 28. Simulated TPF-I Relative Position Error. Af-
ter transient, ±1 cm performance met.
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Figure 29. Simulated TPF-I Leader Attitude Error. After
transient, ±1 arcmin performance met.
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Figure 30. Simulated TPF-I Follower Attitude Error. Af-
ter transient, ±1 arcmin performance met.
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VI. Summary and Future Directions

A repeatable, robust capability for combined translational and rotational, synchronized precision forma-
tion flying has been demonstrated in a high-fidelity, flight-like ground environment for two vehicles. With the
imminent installation of vertical stages, the robots of the Formation Control Testbed (FCT) can extend these
ground demonstrations from 5DOF to 6DOF. The formation and attitude control system (FACS) algorithms
are designed for 6DOF and an arbitrary number of spacecraft—although, in practice the computational
requirements will become impractical for more than several tens of spacecraft. Nonetheless, formation flying
with coupled translational/rotational precision performance of better than 5 cm/6.7 arcmin has been demon-
strated with flight-like dynamics, communication, actuation, and avionics. The formation system is robust
to communication drops and, based on high-level commands, able to execute precision 6DOF maneuvers
with onboard formation path-planning and control.

There are several avenues for future work. In the near-term, the vertical stages will be integrated to
provide the last translational degree of freedom and accelerometers are being investigated for real-time and
compensation of floor slope. Also, a direct relative sensor, the Optical Pointing Loop, is being developed,
which will allow demonstrations of sensor fusion for formation flying. In the longer term, the next step
in formation complexity is to increase the number of vehicles. The Formation Algorithms and Simulation
Testbed (FAST) is a distributed, real-time simulation environment.17 Having demonstrated the FACS in the
FCT, the FAST can now be validated against experimental data. With a validated simulation environment,
many more spacecraft can be considered, and eventually, the FAST and FCT can be integrated to simulate
tens of spacecraft with robots-in-the-loop capability.
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A. Performance for Remaining Demonstrations
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Figure 31. Formation Error for Demonstration 1.
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Figure 32. Leader Attitude Error for Demonstration 1.
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Figure 33. Follower Attitude Error for Demonstration 1.
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Figure 34. Formation Error for Demonstration 2. Sensor
error spikes at approximately 640 s and 660 s.
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Figure 35. Leader Attitude Error for Demonstration 2.
Sensor error spikes at approximately 640 s and 660 s.
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Figure 36. Follower Attitude Error for Demonstration 2.
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Figure 37. Formation Error for Demonstration 4. Sensor
error spike at approximately 910 s.
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Figure 38. Leader Attitude Error for Demonstration 4.
Sensor error spike at approximately 910 s.
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Figure 39. Follower Attitude Error for Demonstration 4.
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Figure 40. Formation Error for Demonstration 5.
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Figure 41. Leader Attitude Error for Demonstration 5.
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Figure 42. Follower Attitude Error for Demonstration 5.
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Figure 43. Formation Error for Demonstration 6.
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Figure 44. Leader Attitude Error for Demonstration 6.
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Figure 45. Follower Attitude Error for Demonstration 6.
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